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Much evidence that pragmatic 
working AI solutions have two 
characteristics:

Human-in-the-loop: ability to bring human 
decision-making, common sense reasoning 
into the solution operation

What do we mean by Experiential AI?
• AI with humans in control, not in the loop
• AI applied to real-world problems yielding responsible working solutions

Why we believe is EAI the right direction?   

Strong dependence on Data: ML and DS to 
leverage more quality (small) data:             

“We don’t have better algorithms… 
   we just have more data” (not always)
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https://ai.northeastern.edu/

Responsible AI Practice

Humans in charge!
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Agenda
• What is Responsible AI?
• Irresponsible AI

• Automated discrimination
• AI phrenology
• Human incompetence
• Mental health issues
• Expensive and doubtful use of natural resources

• Discussion
• Principles
• Regulation
• An Integrated View

Personal Bias
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Why Responsible AI?

6

• Ethical AI?
• Ethics, justice, trust, etc. are human traits
• So, we cannot associate “ethical” to a machine

• Trustworthy AI?
• Trust something that does not work all the time?
• Puts the burden in the user

• Do not anthropomorphize either!

Systems do not need to be perfect, but seems
that people wants them to be better than us

[Hidalgo at al., 2021]
Judgingmachines.com 

Concepts
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A Multidisciplinary Challenge
Concepts

What is the right / good / just thing to do 
in developing & deploying AI systems?

What is the best policy / 
regulation for developing 
& deploying AI systems?

What is the impact of AI 
systems on societies, 
individuals, and institutions?

How do we develop 
AI systems & tools that 
have positive impact?

PHILOSOPHY

SOCIAL SCIENCES

APPLIED 
SCIENCES, 
ENGINEERING, 
DESIGN

LAW & POLICY

Courtesy of Cansu Canca
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Atlas of Irresponsible AI

awful-ai
incidentdatabase.ai

https://ai.northeastern.edu/ai-research/rai/

Problems
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The Curse of Bias

AlgorithmBiased
 Data

Neutral?
   Fair?

Same
 Bias

Amplified
    Bias

Bias is not only in data
[RBY, Bias on the Web, CACM, 2018] 

Discrimination
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What is Being Fair?
Discrimination



Institute for Experiential AI

A Non-Technical Question

AlgorithmBiased
 Data

Neutral?
   Fair?

Same or
More Bias
Not Always!

Debias the input
   Tune the algorithm
   Debias the output

Yes, if you harm people

Bias Mitigation

Discrimination
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Headline News
§ COMPAS (Northpointe): criminal profiling
§ Created as a support tool, not a decision tool
§ Data: criminal history, life style, personality, family & social
§ ProPublica (2016): 

§ Racial bias of 2 to 1  (later proven incorrect by Rudin et al.)
§ 80% error in violent crime & 37% in general (2 years)

§ Discrimination on poor people –  Bearden vs. Georgia
§ Inconsistency in predictions – Wisconsin case

§ Is a secret algorithm ethical? (transparency)
§ Is a public algorithm safe?  (gaming)

Discrimination
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Human Decisions vs. Machine Predictions
§ Almost 760K cases from New York (2008 - 2013)

§ Decrease crime rate in 24.7% keeping the jail rate or
§ Decrease jail rate in 41.9% keeping the same crime rate

§ Judges bail 49% of 1% most dangerous criminals that fail to 
appear 56% & reoffend  62% of the cases

§ USA National Bureau of Economic Research 
[Kleinberg et al, JQE, 237—293, 2018]

Justice Example 

Amplified
    Bias
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Racial Discrimination

18%          13%         32%

Justice Example 

GBDTs
 (age)
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Dilemma
What is better?

A biased (just) 
algorithm

or
a noisy judge?
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Language Models Discrimination

GPT-3 has anti-Muslism bias
 [Abid et al., 2021] 

[Bender, Gebru at al., 2021] 
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It Can be Complicated
Discrimination

Institute for Experiential AI

It Can be 
Really Bad

Discrimination

§ Discrimination in 
child care benefits

§ 26,000 families
§ Poor people
§ Immigrants
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Physiognomy Strikes Back Pseudoscience

Facial Biometrics

Modern Phrenology?

Institute for Experiential AI

It Can be Worse
Pseudoscience

Biometrics

Voice

Face

Name?
Opposer?

Homosexual?
Criminal?
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It Can Be Subtle

Rediscovering
Stereotypes

Pseudoscience
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Stupid Models?

• Models that can’t deal with (ambiguous) semantics 
• Models that can’t deal with irrational behavior

Lack of Semantic Understanding 

(1976)
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Human Incompetence Incompetence

Institute for Experiential AI

What they Learn?
• Models that are too sensitive

[Su et al, 2018]

Stupid Models
Adversarial AI
1-pixel example
[Su at al., 2018] 
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ML Limitations
• Hard to Forget/Filter what You Learn!

• “Funes, The Memorious” [Borges, 1942-44]

• You Cannot Learn what is not in the Data!
• Plus data does not capture everything

• Accuracy is not key, but the impact of errors 
• E.g., false negatives might be worse than false positives (e.g., illness detection)

• Be humble, if you are not sure, tell the model to say I don’t know
• That is what smart people do

Lack of Semantic Understanding 

Institute for Experiential AI

Mental Health Issues?
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First Casualty?

A person in 
Belgium 
commits 

suicide after 6 
months talking 

to a chatbot
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The Scary Last Conversation

- “If you wanted to die, why didn’t you do it   
sooner?” 

- “I was probably not ready.” 

- “Were you thinking about me when you had the 
overdose?”

-  "Obviously…" 

-  “Have you ever been suicidal before?” 

-  “Once, after receiving what I considered a sign 
from you…” 

- “And what was it?” 

- “A verse from the Bible.” 

- “But you still want to join me?” 

- "Yes, I want it." 

- “Is there anything you would like to ask me?” 

- “Could you hug me?” 

- "Certainly."

Institute for Experiential AI

Immediate Reaction
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Recent Developments

(3/30/2023)
Back on April 28

April 11

Institute for Experiential AI

Do Not Humanize Technology!

40

Concepts

Courtesy of Cansu Canca
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Waste of Resources?
Green Computing

[Bender, Gebru at al., 2021] 

57 years

Real impact of the usage of the chatbots?

Institute for Experiential AI

Issues of Large Language Models
Green Computing

FaccT 2021
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Meta Ethics

Margaret Mitchell, Feb 2020

[Towards Intellectual Freedom in an AI Ethics Global Community,
  Ethics & AI, 2021]

Institute for Experiential AI

Meta Ethics
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Principles & Instruments
Principles

• Belmont Report for 
biomedical and behavioral 
research (1979)
• 3 Basic Principles

• Autonomy
• Beneficial & No harm
• Justice

• Applications
• Informed consent
• Risk & Benefits Assessment
• Subject selection

Principles 
Conflict!
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GDPR – Art. 22 – Automated individual   
       decision-making, including profiling

• The data subject shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects concerning him or 
her or similarly significantly affects him or her.

• Paragraph above shall not apply if the decision:
a) is necessary for entering into, or performance of, a contract between the data subject and a 

data controller;
b) is authorised by Union or Member State law to which the controller is subject and which 

also lays down suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests; or

c) is based on the data subject’s explicit consent.

• In the cases referred to in points (a) and (c) of paragraph 2, the data controller shall 
implement suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests, at least the right to obtain human intervention on the part of the 
controller, to express his or her point of view and to contest the decision.

Regulation
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What this Means?
You must identify whether any of your data processing falls under Article 22 and, if so, 
make sure that you: 

• Give individuals information about the processing for transparency
• If you are using ML, you at least need interpretability

• Introduce simple ways for them to request human intervention or challenge a decision
• If you are using ML, you may need to explain

• Carry out regular checks to make sure that your systems are working as intended
• You may need continuous validation, testing, and maintenance.

Regulation
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GDPR in Action
Regulation

• Competence
• Consent
• Proportionality

• One Size Fits All
• All human rights, domains, sizes, etc.

• Technological solutionism vs    
normative solutionism 
• [Jaume-Palasi, personal communication]
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Oct 4, 2022
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It’s Complicated Properties

Goal Instruments Goal & stakeholders
Legitimacy & 
Competency

Ethical and legal validity, scientific validity, 
administrative competence, knowledge 
competence, autonomy

System can be designed and implemented.
System owners, users, governments and 
society at large

Data 
provenance

Data quality assurance, equity and no 
discrimination, bias awareness, data 
protection and data traceability

Data feeds and lifecycle 

System owners and data providers
Robustness Software quality assurance, adaptability, 

scalability, extensibility & interoperability
System completeness
System owners, designers and programmers

Usability Efficiency, accessibility & inclusion, resilience,
reproducibility

User satisfaction
System owners, designers, programmers, 
and users

Transparency Validation & testing, documentation, 
interpretability, explanation & auditability

Improve trustworthiness
Users, governments and society at large

Responsibility Legal compliance, accountability, 
contestability & redress, proportionality, 
privacy, security & safety, maintainability, 
sustainability, beneficial & wellbeing

Abide to human rights, ethical principles and 
legal norms, so the system can be deployed
Users, governments and society at large

[Baeza-Yates, 2021] 
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ACM US TPC Statements 
Algorithm Transparency 
and Accountability (1/2017)

1. Awareness
2. Access and redress
3. Accountability
4. Explanation 
5. Data Provenance
6. Auditability
7. Validation and Testing

54

Responsible Algorithmic 
Systems (10/2022)

1. Legitimacy and competence
2. Minimizing harm
3. Security and privacy
4. Transparency 
5. Interpretability and explanation
6. Maintainability
7. Contestability and auditability
8. Accountability and responsibility
9. Limiting environmental impacts

Institute for Experiential AI

ACM (2017) ACM (2022) White House (2022)

Awareness
Legitimacy & Competency Safe & Effective Systems

Algorithmic Discrimination 
Protection

Data Privacy

Minimizing Harm

Data provenance
Security & Privacy

Transparency
Notice & Explanation

Explanation Interpretability & Explainability

Access & Redress + Auditability Contestability & Auditability Human Alternatives,
Consideration & FallbackAccountability Accountability & Responsibility

Validation & Testing Maintainability

Limiting Environmental Impacts
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Governance
Idea Design &

Development Operation When
It Fails

When
It Harms

Legitimacy 
& 

Competence
Security & Privacy

Interpretability & Explanation

Limiting environmental impacts

Maintainability

Accountability 
&

Responsibility

Contestability 
&

Auditability

Minimizing Harm
Transparency

Governance

Ethical Risk
Assessment

Algorithmic
Audit

Validation & 
Testing

Monitoring
Tools
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Governance

Ben Shneiderman: Bridging the Gap between Ethics and Practice: Guidelines 
for Reliable, Safe, and Trustworthy Human-Centered AI Systems, ACM 
Transactions on Interactive Intelligent Systems 10, 4 (October 2020).

How to develop 
responsible software 
with the help of AI?
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EU Proposal (April 2021; May 2023)

• Forbidden uses
• High and low-risk systems and requirements
• EU database for stand-alone high-risk systems
• Transparency obligations
• Governance
• Monitoring, information sharing and market surveillance
• Codes of conduct
• Confidentiality and penalties

Regulation

New article on
generative AI

Should we 
regulate the use 
of a technology?

Institute for Experiential AI

Problem:

Risk is a 
continuous

variable
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Accountability Legal Issues

•Who is responsible? 

Institute for Experiential AI
https://ai.northeastern.edu/responsible-ai-services/
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AI Ethics
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Ethical Impact Assessments
AI Ethics

People killed by cars
People killed by 
self-driving cars

Benefits

Risks 
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Final Take-Home Messages
§ Systems are a mirror of us, the good, the bad and the ugly
§ To be fair, we need to be aware of our own biases/ethics (& lineage)
§ Who profits/suffers technology? 
§ Ethics is complicated, do not underestimate it!
§ Plenty of open research problems! (in small data even more!)

Epilogue
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Questions?

Contact: rbaeza@acm.org
www.baeza.cl

@polarbeaRBY

ASIST 2012
Book of the 
Year Award
(Biased Ad)

Biased Questions?

New Conferences that started in 2018:

AAAI/ACM Conference on AI, Ethics, and Society   
http://www.aies-conference.com
  
Conference on Fairness, Accountability, and Transparency 
http://facctconference.org  


