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Optimization

 Optimization is omnipresent in nature and 
society.

 Optimization is an important tool for problem-
solving.

 Optimization problems arise in numerous 
applications such as data processing, machine 
learning, robotics and control, etc.
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Neurodynamic Optimization
As brain-like nonlinear dynamic systems, 
recurrent neural networks can serve as parallel 
computational models for optimization (aka. 
neurodynamic optimization).
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Pioneering Works
1. J. J. Hopfield and D. W. 

Tank, Biological Cybernetics, 
vol. 52, pp. 141–152, 1985.

2. J. J. Hopfield and D. W. 
Tank, Science, vol. 233. no. 
4764, pp. 625–633,1986.

3. D.W. Tank and J. J. Hopfield, 
IEEE Trans. Circuits and 
Systems, vol. 33, pp. 533–
541, 1986.
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Problem Formulation
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Solvable Problems
 Linear programming
 Convex optimization; e.g., convex quadratic 

programming 
 Nonsmooth optimization 
 Generalized convex optimization
 Distributed optimization
 Global optimization with nonconvex functions 
 Multi-objective optimization
 Mixed-integer and combinatorial optimization
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Design Principles
 Smooth penalty function methods
 Lagrangian methods
 Duality methods
 Projection methods 
 Nonsmooth penalty function 

methods
 Multi-agent systems theory and 

swarm intelligence methods



TU-Wien, Vienna, Austria; June 10, 2024

Simplest RNN for Linear 
Programming
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Convergence Condition

 Any equilibrium point is globally stable and an 
optimal solution to the linear program if 

Q. Liu and J. Wang, “Finite-time convergent recurrent neural network with a hard-
limiting activation function for constrained optimization with piecewise-linear objective 
functions,” IEEE Transactions on Neural Networks, vol. 22, no. 4, pp. 601-613, 2011. 
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Nonlinear Programming
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Projection Networks

Piecewise (rectified) linear  
activation function

Y. Xia and J. Wang, “A recurrent neural network for nonlinear convex optimization 
subject to nonlinear inequality constraints,” IEEE Transactions on Circuits and Systems 
- Part I: Regular Papers, vol. 51, no. 7, pp. 1385-1394, 2004.
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One-layer Neural Net for QP
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Discontinuous Activation Function
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Convergence Condition
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Collaborative Neurodynamic
Optimization

 For many complex optimization problems, a 
single neurodynamic optimization model 
cannot accomplish the tasks.

 More than one neurodynamic optimization 
models are needed.

 Collaboration among the models is essential 
for the success.   
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Distributed Optimization
 In many applications, the objective functions are 

additive:

 For examples, data fusion in sensor networks 
and coordinated operations in swarm robots.

 In such applications, distributed optimization is 
necessary or desirable.
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Collaborative Neurodynamics
A population of coupled neurodynamic models:
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Global Convergence
 It is proven that the collaborative 

neurodynamic system is globally convergent 
or output consensus to optimal solutions if 
the underlying graph is undirected and 
connected.

 In its dual formulation for resource 
allocation, the hidden state vectors y or z
needs to reach a consensus.

Q. Liu, S. Yang, and J. Wang, “A collective neurodynamic approach to distributed 
constrained optimization,” IEEE Transactions on Neural Networks and Learning 
Systems, vol. 28, no. 8, pp. 1747-1758, 2017.  

http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=7452624
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Global Optimization
 Due to nonconvexity, global optimization is 

much more challenging.
 In recent decades, population-based 

evolutionary and swarm intelligence 
algorithms emerged as prevailing methods 
for global optimization with many success 
stories in benchmark studies. 

 Nevertheless, the meta-heuristic and 
stochastic natures of the algorithms may not 
ensure solution consistency or repeatability.



TU-Wien, Vienna, Austria; June 10, 2024

Pros and Cons
 Both neurodynamic optimization and 

evolutionary optimization approaches have their 
merits and limitations. 

 Neurodynamic approaches are good at 
constrained and precise local searches with 
proven convergence, but prone to being trapped 
at local minima.

 In contrast, evolutionary optimization methods 
are good at global searches, but weak at 
constraint handling and guaranteed optimality. 
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Collaborative Neurodynamic 
Optimization

 Given the pros and cons of the two types of 
computationally intelligent optimization 
approaches, it is natural to integrate them 
into ones toward hybrid intelligence.

 Collaborative neurodynamic optimization is a 
hybrid intelligence framework to integrate 
neurodynamic optimization and swarm 
intelligence methods.
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Collaborative Neurodynamic 
Optimization (cont’d)
 Multiple projection neural networks are 

employed for scattered searches.
 A meta-heuristic rule (e.g., PSO) is used to 

reposition the scattered neurodynamic 
searches upon their convergence.

 Local searching and global repositioning are 
carried out alternately until no more reduction 
of the objective function value could be 
made.
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Collaborative Neurodynamic
Optimization (cont’d)

Z. Yan, J. Fan, and J. Wang, “A collective neurodynamic approach to constrained global 
optimization,” IEEE Transactions on Neural Networks and Learning Systems, vol. 28, no. 
5, pp. 1206-1215, 2017.  

http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=7445870
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Desirable Properties
 In principle, the collaborative neurodynamic

optimization approach is able to find global 
optimal solutions for any nonconvex objective 
functions and feasible regions, provided that 
there are sufficient number of neurodynamic
optimization models or sufficient time for 
search.

 In theory, it is proven that it is globally 
convergent with probability one (almost sure 
convergence).
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Two-timescale Duplex 
Neurodynamic Systems
 For a class of special nonconvex functions 

called biconvex functions, collaborative 
neurodynamic approaches may be customized.

 The two-timescale Duplex Neurodynamic 
Systems employs two recurrent neural 
networks, resulting in minimum spatial 
complexity.

 They operate in two timescales to enhance 
diversity.
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Two-Timescale Duplex Architecture

Che and J. Wang, “A two-timescale duplex neurodynamic approach to biconvex 
optimization,” IEEE Transactions on Neural Networks and Learning Systems, vol. 30, 
no. 8, pp. 2503-2514, 2019.  

https://ieeexplore.ieee.org/document/8594585
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Mixed-integer Optimization
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Constraint Reformulations
 By introducing an instrumental vector z, the 

binary or bipolar constraints cab be converted 
as one of the following equality/inequality 
constraints:

H. Che and J. Wang, “A two-timescale duplex neurodynamic approach to mixed-integer 
optimization,” IEEE Trans. Neural Networks and Learning Systems, vol. 32,  pp. 36-48, 2021.

https://ieeexplore.ieee.org/document/9023556
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Two-Timescale Neurodynamics
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Existing CNO Paradigms
 Nonnegative matrix factorization
 Feature selection
 Constrained clustering
 Supervised learning
 Portfolio selection
 Hash-bit selection
 Sparse signal reconstruction
 Vehicle-task assignment
 Model predictive control
 HVAC operation planning and control
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Feature Selection

 Feature selection is an essential part of data 
processing.

 It aims at selecting a subset of the most 
informative features from all available 
features.

 Apart from the learning capability of neural 
networks for feature selection, the 
optimization capability of recurrent neural 
networks can also play a vital role.
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Problem Formulations
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Classification Accuracies
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Classification Accuracies
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Classification Accuracies
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Classification Accuracies

Y. Wang, J. Wang, and N. R. Pal, “Supervised feature selection via collaborative 
neurodynamic optimization,” IEEE Transactions on Neural Networks and Learning 
Systems, vol. 35, no. 5, pp. 6878-6892, 2024. 



TU-Wien, Vienna, Austria; June 10, 2024

Classification Accuracies

Y. Wang, J. Wang, and N. R. Pal, “Supervised feature selection via collaborative 
neurodynamic optimization,” IEEE Transactions on Neural Networks and Learning 
Systems, vol. 35, no. 5, pp. 6878-6892, 2024. 
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Classification Accuracies

Y. Wang, J. Wang, and N. R. Pal, “Supervised feature selection via collaborative 
neurodynamic optimization,” IEEE Transactions on Neural Networks and Learning 
Systems, vol. 35, no. 5, pp. 6878-6892, 2024. 
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NMF Problem
A representation of patterns as a linear combination of 
bases: 

V ≈ WH
where
V: n×m matrix. Each column contains n nonnegative 

values of one of m patterns.
W: (n×p): p columns of W are basis vectors.
H:  (p×m): each column of H is a weight vector.

D. D. Lee and H. S. Seung. Learning the parts of objects by non-
negative matrix factorization. Nature, 401:788-791, 1999.
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Problem Formulations

Squared Frobenius norm:

Kullback-Leibler divergence:
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Convergent Behaviors
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Clustering Results (accuracy)

J. Fan and J. Wang, “A collective neurodynamic optimization approach to 
nonnegative matrix factorization,” IEEE Transactions on Neural Networks and 
Learning Systems, vol. 28, pp. 2344-2356, 2017.
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Clustering Results (NMI)

J. Fan and J. Wang, “A collective neurodynamic optimization approach to 
nonnegative matrix factorization,” IEEE Transactions on Neural Networks and 
Learning Systems, vol. 28, pp. 2344-2356, 2017.



TU-Wien, Vienna, Austria; June 10, 2024

Sparse Nonnegative Matrix 
Factorization
 Factorized matrices with higher sparsity 

levels show stronger robustness against 
noises and occupy less storage space.
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Neuronal Convergence



TU-Wien, Vienna, Austria; June 10, 2024

Objective Minimization
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Evaluation Measures
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Comparative Results (Yale)

H. Che, J. Wang, and A. Cichocki, “Bicriteria sparse nonnegative matrix 
factorization via two-timescale duplex neurodynamic optimization,” IEEE 
Transactions on Neural Networks and Learning Systems, vol. 34, no. 8, 2023. 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9618737
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Comparative Results (ORL)

H. Che, J. Wang, and A. Cichocki, “Bicriteria sparse nonnegative matrix 
factorization via two-timescale duplex neurodynamic optimization,” IEEE 
Transactions on Neural Networks and Learning Systems, vol. 34, no. 8, 2023. 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9618737
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Sparse Bayesian Regression

 Regression in a sparse Bayesian learning 
framework is usually formulated as a global 
optimization problem with a nonconvex 
objective function. 

 Due to the nonconvexity, the solution quality 
and consistency depend heavily on the initial 
values of the optimization solver. 
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Problem Formulation

W. Zhou, H. Zhang, and J. Wang, “Sparse Bayesian learning based on collaborative 
neurodynamic optimization,” IEEE Transactions on Cybernetics, vol. 52, no. 12, 2022.   

https://ieeexplore.ieee.org/document/9484676


TU-Wien, Vienna, Austria; June 10, 2024

Sparsity-inducing Effect
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Objective Function Values



TU-Wien, Vienna, Austria; June 10, 2024

Sparse Signal Reconstruction
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Sparse Signal Reconstruction
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PDE Identification
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PDE Identification Results
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Success Rate vs. Population Size
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Spiking NN Supervised Learning
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Average Training Errors
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Monte Carlo Results
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Training and Testing Accuracy

J. Zhao, J. Yang, J. Wang, and W. Wu, “Spiking neural network regularization with fixed 
and adaptive drop-keep probabilities,” IEEE Transactions on Neural Networks and 
Learning Systems, vol. 33, no. 8, pp. 4096-4109, 2022.

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9353392
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Classification Performance
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Portfolio Optimization

 As a cornerstone of modern finance involved 
with the work of at least six Nobel Laureates, 
portfolio selection or optimization is of great 
interest for financial investments from both 
academic and economic points of view.

 A major breakthrough of modern portfolio 
theory was highlighted by Nobel Laureate H. 
M. Markowitz in his mean-variance 
framework.
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Mean-Variance Framework
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Mean-CVaR Formulation
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Cardinality-constrained Mean-
CVaR Formulation
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Neuronal Convergence
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Pareto Fronts
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Comparative Results

M.F. Leung and J. Wang, “Cardinality-constrained portfolio selection based on collaborative 
neurodynamic optimization,” Neural Networks, vol. 145, pp. 68-79, 2022.    

https://www.sciencedirect.com/science/article/abs/pii/S0893608021003981
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Annualized Returns

M.F. Leung and J. Wang, “Cardinality-constrained portfolio selection based on collaborative 
neurodynamic optimization,” Neural Networks, vol. 145, pp. 68-79, 2022.    

https://www.sciencedirect.com/science/article/abs/pii/S0893608021003981
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Problem Reformulation
Maximizing conditional Sharpe ratio subject to 
self-financing and cardinality constraints.

M. Leung, J. Wang, and H. Che, “Cardinality-constrained portfolio selection via two-
timescale duplex neurodynamic optimization,” Neural Networks, vol. 153, pp. 399-410, 
2022.

https://www.sciencedirect.com/science/article/abs/pii/S0893608022002386
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Problem Reformulation (cont’d)
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Convergence Behaviors
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Sharpe Ratio, Conditional Sharpe 
Ratio, and Annualized Returns
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Cumulative Returns
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Distributed Portfolio Selection
 As a paradigm of decentralized decision 

making in the finance industry, decentralized 
portfolio optimization is advantageous in terms 
of preferential and geographical diversification.

 In distributed portfolio optimization, more 
specialized investment decisions could be made 
by leveraging the specific expertise of fund 
managers toward higher returns and lower 
risks. 
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Coupled Projection Neural 
Networks

J. Wang and X. Gan, “Neurodynamics-driven portfolio optimization with targeted 
performance criteria,” Neural Networks, vol. 157, pp. 404-421, 2023.

https://www.sciencedirect.com/science/article/abs/pii/S0893608022004142
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Convergence/Consensus Behaviors
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Ex-ante vs. Ex-post Performances
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Performance Comparisons
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Performance Comparisons (cont’d)
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HVAC operation optimization
 Heating, ventilation, and air conditioning (HVAC) systems 

 Vital facilities for regulating temperature and humidity in the 
ambient environments of buildings 

 To meet thermal comfort and air quality requirements

 HVAC systems consume a substantial amount (~40%) of 
energy in commercial buildings
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HVAC operation optimization (cont'd)

 In the global urbanization process,
HVAC systems will take up an
increasing portion of energy
consumption

 It is crucial to optimize HVAC 
operations

 Increase energy efficiency

 Reduce carbon dioxide emissions
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Optimal chiller loading 

Chillers: > 60% of energy consumption
Optimize chiller outputs 
To meet demands 
With minimal energy consumption
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Optimal chiller loading (cont'd)

Cardinality constraint 
Integer constraints

Power consumption

Supply-demand constraint
Capacity constraints

A power consumption function of chillers:  for chiller i (i = 1, 2, . . . , n),

Cardinality constraint: to confine the number of 
chillers with ON status
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Optimal chiller loading (cont'd)

PD = 1450 RT 
k = 3

PD = 1160 RT
k = 2

Hyperparameter  Selection Convergence Behaviors
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Optimal chiller loading (cont’d)

up to 23.85% of savings

A 20-chiller system  up to 21.36% of savings

Z. Chen, J. Wang, and Q.L. Han, “Optimal chiller loading based on collaborative neurodynamic optimization,” 
IEEE Transactions on Industrial Informatics, vol.  19, pp. 3057-3067, 2023. 

A four-chiller system (a hotel)

https://ieeexplore.ieee.org/document/9788027
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Chiller Plant Operation Planning

Challenges:
• More devices: complex equations
• More coupling constraints for the 
conservation of energy

• Determine the output of each device
e.g., on/off status, mass flow rates of 
water and air….
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Chiller Plant Operation Planning (cont’d)
Power consumption function: Chillers

Power consumption function: Pumps

Power consumption function: Cooling Towers
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Chiller Plant Operation Planning (cont’d)

Supply–demand constraints

Constraints for the conservation of energy

Capacity constraints

Cardinality constraintsQuadratic equations
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Problem formulation for chiller plant operation planning

Supply–demand constraints
Constraints for the conservation of energy
Capacity constraints
Cardinality constraints
Quadratic equations

Total power consumption

Chiller Plant Operation Planning (cont’d)
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A Chiller Plant With Homogeneous Devices: Save up to  55.69% of power consumption

A Chiller Plant With Heterogeneous Devices: Save up to  58.30% of power consumption

Z. Chen, J. Wang, and Q.L. Han, “Chiller plant operation planning via collaborative neurodynamic optimization,” 
IEEE Transactions on Systems, Man and Cybernetics: Systems, vol. 53, pp. 4623-4635, 2023. 

Chiller Plant Operation Planning (cont’d)
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Distributed 
optimization 

Distributed Chiller Loading
Motivations
• Most existing chiller systems operate in centralized locations
• There are several disadvantages in centralized chiller systems

o Centralized information processing entails high reliability of communication for 
effective chiller loading

o Centrally located chillers with long circulation pipelines are usually inefficient with 
time delays and energy losses in cooling load dispatching

IoT-based distributed chillier loading
• Networked IoT devices are installed in 

chillers for communication, computation, 
and control

• Could overcome the limitations of 
centralized HVAC systems 

Distant chilled-water circulation
Communication-link failures

Chiller loading delays 
Energy losses

√

Reason Detrimental effects
IoT devices
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Distributed Chiller Loading I (cont’d) 

Equivalent in terms of the 
optimal solution
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Coupled projection 
neural networks

Distributed Chiller Loading I (cont’d) 
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Distributed Chiller Loading I (cont’d) 

An eight-chiller system in a semiconductor factory 
in Taiwan Hsinchu Science Industrial District

Communication Links among Eight Chillers
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Performance Comparisons

Z. Chen, J. Wang, and Q.L. Han, “A collaborative neurodynamic optimization approach to distributed chiller loading,” 
IEEE Transactions on Neural Networks and Learning Systems, in press, 2023. 

A 20-chiller system

Distributed Chiller Loading I (cont’d) 

https://ieeexplore.ieee.org/document/10053648
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Event-triggered Projection Neural 
Network

Z. Xia, Y. Liu, and J. 
Wang, “An event-
triggered 
collaborative 
neurodynamic 
approach to 
distributed global 
optimization,” 
Neural Networks, 
vol. 169, pp.181-
190, January 2024. 
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Event-triggered Updating Rules
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Schematic Diagram
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Parametrical Effects
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Parametrical Effects (cont’d)
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Convergent Behaviors
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Convergent Behaviors (cont’d)
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Communication Frequency
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Distributed Chiller Loading  II
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Distributed Chiller Loading II (cont’d)

Z. Chen, J. Wang, and Q.L. Han, “Distributed Chiller Loading via Collaborative Neurodynamic Optimization with 
Heterogeneous Neural Networks,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, vol. 54, no 4, 2024. 

A 20-chiller system

An eight-chiller system
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Event-triggered Chiller Loading

Cardinality constraint

Power consumption

Supply-demand constraint

Capacity constraints

Quadratic equations
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Event-triggered Chiller Loading (cont’d)

Z. Chen, J. Wang, and Q.L. Han, “Event-triggered cardinality-constrained cooling and electrical load dispatch based on 
collaborative neurodynamic optimization,” IEEE Trans. Neural Networks and Learning Systems, vol. 34, pp. 5464-
5475, 2023.  

The triggering instant

https://ieeexplore.ieee.org/document/9745735
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Receding-Horizon Chiller Loading
OCL planning over a multi-period
• Chillers should NOT be frequently switched on or off to avoid excess attrition 

and prolong the lifespan of chillers
• Once a chiller is switched on or off, it should be kept on its current on/off status 

for a while to warm up or cool down (minimum-up/down-time constraints)
• In most existing formulations, the minimum-up/down-time constraints are absent

Total power consumption

Supply–demand constraints

Capacity constraints

Minimum-up/down-time constraints

Binary constraints
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Receding-Horizon Chiller Loading (cont’d)

Subproblem (1)

Subproblem (2)
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Convergent Behaviors (inner loop)

Cooling loads

Receding-Horizon Chiller Loading (cont’d)
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Convergent Behaviors (middle loop)

Convergent Behaviors (outer loop)

Receding-Horizon Chiller Loading (cont’d)
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Ton = 3 hours
Toff = 2 hours

Z. Chen, J. Wang, and Q.L. Han, “Receding-Horizon Chiller Operation Planning via Collaborative Neurodynamic 
Optimization,” IEEE Trans. on Smart Grid, vol. 15, no. 2, pp. 2321-2331, 2024. 

Receding-Horizon Chiller Loading (cont’d)
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Hybrid Model Predictive Control
Motivation
• Existing model-based control schemes do NOT consider thermodynamics in 

chillers, making them less realistic
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Hybrid Model Predictive Control (cont’d)

Thermodynamics constraints

Binary constraints

Min Total power consumption

s.t. Supply–demand constraints

Bound constraints

Energy-conservation constraints
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Convergent Behaviors (inner loop)

Hybrid Model Predictive Control (cont’d)
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Convergent Behaviors (middle loop)

Hybrid Model Predictive Control (cont’d)

Z. Chen, J. Wang, and Q.L. Han, “Hybrid model predictive control of chiller systems via 
collaborative neurodynamic optimization,” IEEE Transactions on Industrial Informatics, in 
press.
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Convergent Behaviors (outer loop)

Hybrid Model Predictive Control (cont’d)

Z. Chen, J. Wang, and Q.L. Han, “Hybrid model predictive control of chiller systems via 
collaborative neurodynamic optimization,” IEEE Transactions on Industrial Informatics, in 
press.
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Within 24 hours:
• control variables
• chilled-water supply temperature
• power consumption function values

Z. Chen, J. Wang, and Q.L. Han, “Hybrid model predictive control of chiller systems via collaborative neurodynamic 
optimization,” IEEE Transactions on Industrial Informatics, in press.

Hybrid Model Predictive Control (cont’d)
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Concluding Remarks
 Collaborative neurodynamic optimization is a 

biologically and socially plausible approach.
 It has the desirable properties of almost-sure 

global convergence.
 It serves as a bridge between neurodynamic 

optimization and other natural-inspired 
optimization methods toward hybrid intelligence. 

 Collaboration is the key to success. 
 It plays an instrumental role in many applications 

where optimization problem-solving is imperative.
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